Respected Chairman Foster, Ranking Member Obernolte, and Esteemed Members of the SubCommittee – thank you for the invitation to testify today. Biometrics is a valuable technology that has broad applications in a number of different domains. However, it is necessary to ensure that the privacy of individuals is not unduly compromised when their biometric data, such as face images and fingerprints, are used in an application. The purpose of this testimony is to communicate some of the ways in which the privacy of biometric data can be enhanced, thereby facilitating the responsible use of the technology. In this regard, the written testimony has the following parts: (a) introduction to biometrics; (b) enumeration of some of the privacy concerns related to biometrics, especially with respect to face recognition; (c) description of some technical methods that can be used to impart privacy to biometric data; and (d) recommendations to advance biometric technology for its use in a responsible and ethical manner. The views I express here are my own.

Introduction
The need for reliably determining the identity of a person is critical in a vast number of applications ranging from personal smartphones to border security; self-driving vehicles to e-voting; tracking child vaccinations to preventing human trafficking; crime scene investigation to personalization of customer service [1]. Biometrics, which entails the use of biological attributes such as face, fingerprints, iris, and voice for recognizing a person, is increasingly being used in several such applications [2]. For instance, many smartphones employ automated face or fingerprint recognition for unlocking and payment authentication purposes [3].

Take automated face recognition system as an example. Automated Face entails the comparison of two face images in order to assess the degree of similarity of dissimilarity between them [4]. This comparison results in a match score which is then used to render a “match” or “non-match” decision. A “match” would indicate that the two images are of the same person; a “non-match” would indicate that the images are of different people. Face recognition technology is currently either deployed or being considered in a number of applications including smartphone access [5], airport security [6], and contactless payment [7]. In addition, face recognition is being used to find missing children [8], combat human trafficking [9], and locate perpetrators of crimes [10]. In some countries, such as India [11], face recognition is being used in large-scale national ID card programs, either to identify an individual or to detect duplicate identities in a central database.
The increased use of biometric technology in consumer applications and law enforcement – especially those based on fingerprints and faces – is mostly driven by significant improvement in recognition accuracy of these systems over the past decade. For example, in a recent publication, the authors of the National Institute of Standards and Technology (NIST) report on Face Recognition Vendor Technology (FRVT) state the following [12]: “The major result . . . was that massive gains in accuracy have been achieved in the years 2013 to 2018 and these far exceed improvements made in the prior period, 2010 to 2013.” In another report, the authors observed that there was a twenty-fold reduction (improvement) in false negatives\(^1\) between 2014 and 2018 [13]. They go on to say, “The massive accuracy gains are consistent with an industrial revolution associated with the incorporation of convolutional neural network-based techniques into the prototypes.” Indeed, the phenomenal rise of the paradigm of deep learning based on neural networks has radically changed the landscape of face recognition [14]. In addition, more recent face recognition algorithms have made rapid strides in overcoming differential performance across demographic groups [15, 16, 17].

**Face Recognition and Privacy**

Despite the steep and impressive improvement in face recognition accuracy and its benefits in many applications, the technology itself has come under attack in recent years [18]. For instance, some have claimed that the technology is “racist” and “sexist” [19]. Further, the inappropriate [20] and, in some cases, incorrect use of the technology by authorities [21] has heightened objections to using face recognition technology in public spaces. In addition, there are privacy concerns related to the technology: (a) the use of automated face recognition for covertly tracking individuals over time [22]; and (b) the extraction of sensitive attributes such as age, sex, race, and health cues from face images without the consent of the subjects [23].

Below, I summarize some of the key privacy concerns related to face recognition technology (FRT). While this is presented from the perspective of face recognition, they are related to other biometric modalities as well such as fingerprints, iris, voice, etc.

1. **Linking identity across applications:** Face images of an individual that are present in multiple platforms (e.g., social media profiles) can be linked using FRT. This means, if the individual had provided a pseudonym (or an alias) in one application (for the sake of privacy) and personally identifiable information (PII) in another application, their identity in the first application can be exposed by linking the face images across the two applications [24].

2. **Deducing personal attributes without user consent:** Rapid advances in the field of machine learning, especially deep learning, has led to the development of so-called attribute classifiers that can automatically extract information such as age, sex, race, and health cues from face images [25, 26]. The possibility of eliciting genetic information from facial images has also been demonstrated [27]. When these attributes are deduced without user consent, then the privacy of individuals can be breached.

3. **Scraping face images from the web:** A number of face datasets have been curated for research purposes by scraping publicly available face images from the web [28, 29, 30]. While most of these datasets do not have any identifiers (such as names) associated with the face images, concerns have been expressed about using these images for research purposes without user consent [31]. Furthermore, some commercial enterprises offer FRT services based on such curated datasets,

\(^1\) A false negative is an error where the input face image is not matched with any of the face images in a database, despite the matching identity being present in the database.
wherein an anonymous face image can be linked to one or more face images in a dataset thereby potentially revealing the identity of the anonymous face [32, 33].

**Privacy Enhancing Technology**

In order to address these concerns, a number of different techniques have been developed over the years in order to impart privacy to biometric data [34]. A few of these techniques have been summarized below.

1. Homomorphic Encryption: This is a type of data encryption scheme where computations can be performed in the encrypted domain. Here, the raw biometric data of an individual (e.g., image of a person’s face) is neither stored nor transmitted thereby mitigating the possibility of using the data for unspecified or unintended purposes [35, 36]. In other words, the original biometric data is never revealed.

2. Cancellable Biometrics: In this paradigm, the biometric data of an individual is intentionally distorted using a mathematical function. The distorted data can still be successfully used for biometric recognition purposes within a certain application; however, it pre-empts the possibility of linking the biometric data of an individual across applications. This is accomplished by using different mathematical transformations in different applications. This enhances the privacy of an individual, by making it difficult to connect a person’s biometric data across applications [37]. This approach can also be used to “revoke” or “cancel” an individual’s biometric data in an application.

3. Semi-adversarial Networks: More recent work has established the possibility of perturbing a face image in such a way that its biometric utility is retained, but the ability to extract additional attributes such as age, sex, race, etc. is obscured. This imparts what is known as “soft-biometric privacy” to face images. The perturbation itself is accomplished using neural networks known as semi-adversarial networks, or SANs [38, 39, 40]. In related work, researchers have sought to develop new face representation techniques that do not reveal sensitive attributes resident in a face image [41].

4. Synthetic Data: State-of-the-art face recognition techniques are based on deep neural networks which typically require massive amounts of training data. One of the purposes for scraping face images from websites is to obtain data for training face recognition algorithms before these algorithms are used for recognition purposes. One way to address this challenge is to use synthetically generated face images [42, 43] for training biometric recognition algorithms. Some researchers have shown that synthetically generated faces are nearly indistinguishable from real faces and are judged more trustworthy [44]. However, when GANS (i.e., Generative Adversarial Networks) are used to generate synthetic images, some of the existing concerns regarding privacy might persist. This is because GAN-based synthesizers also require a massive number of real face images for training purposes. Nevertheless, the use of synthetic data can alleviate some of the concerns related to training face recognition algorithms.

5. Privacy Sensors: Researchers are developing privacy-preserving cameras and sensors where the acquired images are not interpretable by a human and can only be used within a specific application [45]. Such cameras, when deployed in public spaces, can ensure that the acquired images are not viable for previously unspecified purposes.

**Recommendations**

Based on the aforementioned comments, I would like to offer a few comments regarding the responsible and ethical use of biometric technology as it pertains to privacy.

1. The recognition accuracy of biometric systems, including face recognition, has significantly improved over the past decade. This improvement in accuracy should not be ignored; rather, it should be harnessed. Biometric technology is continually evolving and will be a valuable tool for recognizing individuals in applications where such a functionality is essential (e.g., border security, access control,
payment authentication). Therefore, it is necessary for supporting the development and deployment of the technology in a responsible and ethical manner.

2. A consortium consisting of researchers, practitioners, legal scholars, ethicists, policymakers, and end-users must be established in order to address privacy aspects of the technology in a systematic and comprehensive manner. Privacy should never be an afterthought; rather, it should be a factor that is prominently considered during the design and development of biometric recognition algorithms. However, a privacy-by-design paradigm requires a collaborative consortium where issues are raised and addressed during the development phase of the technology. Such a collaboration will lead to the development of effective biometric recognition algorithms, where the security and privacy of biometric data are enhanced. Further, privacy metrics must be better defined.

3. As discussed earlier, researchers have developed a number of techniques for imparting privacy to biometric data. However, the efficacy of these techniques must be rigorously evaluated in operational environments (i.e., for individual use cases). This requires the establishment of biometric test and evaluation centers and approved protocols for systematic and simultaneous evaluation of multiple biometric recognition algorithms.

In addition, it must be noted that academic researchers in biometrics, computer vision, and machine learning are becoming increasingly aware of the privacy and ethical implications of the technology they are developing. One such example is the research being conducted at the NSF Center for Identification Technology Research (CITeR). Privacy is no longer an afterthought; rather, the concept of privacy-by-design is being embraced by the broader academic research community [46]. In the context of biometrics this means that recognition accuracy is not the only metric being used to evaluate the overall performance of a biometric system. Rather, metrics related to security and privacy are also being increasingly considered. This shift in the research culture is remarkable and bodes well for the future of the technology.
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